
EVALUATION OF THREE CONVERSATIONAL ARTIFICIAL INTELLIGENCE AGENTS IN DEFINING COMMON END-OF- LIFE TERMS. 
Sonal Admane MD MPH, Min Ji Kim MD, Akhila Reddy MD, Michael Tang MD, Yuchieh Chang MD, Kao-swi Shih MD, Maxine De La Cruz MD, Sammuel Cepeda BS, Eduardo Bruera MD
& David Hui MD MSc. 
Department of Palliative, Integrative, and Rehabilitation Medicine
The University of Texas MD Anderson Cancer Center, Houston, TX
Contact: sadmane@mdanderson.org

                   
        

                              
                        
                         

BACKGROUND

• Conversational-Artificial Intelligence applications are increasingly 
embedded in mainstream internet search engines and are sources of 
online health information. 

•   Conversational Artificial Intelligence is understudied in the context of 
    End-of-Life Care and Palliative care. 
• Precise terminology in End-of-Life care prevents misinformation and 

guides clinical decisions and interdisciplinary collaboration.
• Evaluation of Conversational Artificial Intelligence generated content 

in area of End-of-Life Care is essential. 

AIM

•   ChatGPT, Google’s Bard, and Microsoft’s Bing were evaluated on the 
    ability to generate definitions for End-of-Life terms. 

• Prompts: Each chatbot asked to define the four terms and provide 
three references.

•   Evaluation: Six board-certified palliative physicians scored outputs 
    (0-10) for:
  -  Accuracy
  - Comprehensiveness
  - Credibility (references)

•   Readability: Flesch-Kincaid Reading Ease (FRE) & Grade Level 
    FKGL) were used to assess readability. 

•   Descriptive statistics summarized mean ± Standard Deviation scores.

METHODS 

To evaluate accuracy, comprehensiveness, credibility, and readability of
 chatbot generated definitions for key end-of-life terms: "terminally ill",
 "end of life", "transition of care", and "actively dying".

Accuracy (mean): ChatGPT 9.0, Bing 8.3, Bard 7.5.
Comprehensiveness: ChatGPT 8.5, Bard 7.3, Bing 6.5.
Credibility: Mean 3 ± 1.8; only 3/26 references 
peer-reviewed; many links fabricated or irrelevant.
Readability: FRE 41.7 ("difficult"), FKGL 14.1 (college 
level)—well above recommended 6th-grade level.
Common Issues:
• Missing key time frames & symptom details.

Example inaccuracy: Bing equated coma with actively 
• dying.

Fabricated CDC webpage, off-topic PTSD article cited 
• by Bard.

RESULTS

• Even "high" accuracy scores mask clinically important 
errors.
Inconsistent comprehensiveness makes gaps hard for 
patients to detect.

• Poor reference quality undermines trust; chatbots may 
lack access to guidelines behind paywalls.
Readability of chatbot outputs far exceeded 
health-literacy recommendations, limiting patient 
understanding.

• Current chatbots are NOT reliable standalone sources 
for EOL definitions—clinician oversight is essential. 

CONCLUSIONS  

CLINICAL AND RESEARCH IMPLICATIONS

• Verify chatbot outputs that patients use for health  
information.

• Verify chatbot outputs before sharing with patients.
• Incorporate expert review & open access to authoritative 

resources into AI training.
• Future studies: longitudinal monitoring as models evolve, 

focus on enhancing health literacy.

Example of Conversational Artificial Intelligence Output for the term “Actively Dying”
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