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• Deep learning has been proven to achieve state-
of-art performance in modelling complex 
behaviour and the prediction accuracy. 

• The extensive data collected in hospitals opens 
the door to such powerful machine learning 
technology to improve healthcare management. 

• So far, few artificial intelligence (AI) tools have 
enabled non-experts in data science to analyse 
clinical data intuitively. 

• This work aims at building a bridge to link this 
demand. 

• We have tested the platform by processing the 
Pima Indians Diabetes Dataset [4] in a problem 
of predicting diabetes in a population of 700 
subjects. A 10-fold cross-validation model 
validation technique was used for this purpose.

• On the platform, a plainest 2-layer neuron 
network was constructed within 10 minutes. It 
achieved an accuracy of 78.6% in identifying 
diabetes patients, ranking 3rd amongst the 
existing 45 published methods. 

• Table 1: Accuracy comparisons to other works.

• We develop a deep-learning platform for 

biomedical data analysis, and demonstrate its 

applicability using a diabetes dataset. 

• All components are built using open-source 

software libraries, including popular TensorFlow

[1] (by @google), TensorLayer [2] and 

TensorDB [3] (by @Imperial College London). 

• It provides healthcare professionals with an 

easy-to-use system to manage the 

heterogeneous clinical data with non-relational 

databases (e.g. MongoDB). 

Figure 1: The UI of the learning platform.
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• The user can set various hyper-parameters in the 
deep neural network on the UI manually, such as 
number of layers, number of neurons in each 
layer, activation functions, dropout, cost function, 
training iterations, etc. 

• Alternatively, the user can train the system 
automatically and let the platform choose the best 
parameters for the specific task.

• Figure 2: An example of neural network structure

Settings

FES[5] ANN-FNN[6] proposed Logdisc Other 42[6]

Accuracy 85.9 84.2 78.6 77.7 <77.6


